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We study discontinuous differential-algebraic equations (DDAEs) with a co-dimension 1
discontinuity manifold X. Our main objectives are to give sufficient conditions that allow
to extend the DAE along ¥ and, when this is possible, to define sliding motion (the sliding
DAE) on %, extending Filippov construction to this DAE case. Our approach is to consider
discontinuous ODEs associated to the DDAE and apply Filippov theory to the discontin-
uous ODEs, defining sliding/crossing solutions of the DDAE to be those inherited by the
sliding/crossing solutions of the associated discontinuous ODEs. We will see that, in gen-
eral, the sliding DAE on X is not defined unambiguously. When possible, we will consider
in greater details two different methods based on Filippov's methodology to arrive at the
sliding DAE. We will call these the direct approach and the Singular Perturbation Approach
and we will explore advantages and disadvantages of each of them. We illustrate our de-
velopment with numerical examples.

© 2020 Elsevier B.V. All rights reserved.

1. Introduction

In this paper we study discontinuous DAEs (differential algebraic equations) with a co-dimension 1 discontinuity man-
ifold X. By discontinuous DAE, DDAEs for short, we mean a DAE system where either or both the differential system and
the algebraic constraint change discontinuously as solution trajectories reach a given discontinuity surface 3.

For us, ¥ will always be a surface of co-dimension 1, that is ¥ will be always defined as 0-set of a smooth function:

Y:={xeR" : h(x)=0 h: R" — R}. (1)

Geometrically, ¥ divides R" in two regions, Rt and R~, according to whether h(x) > 0 or h(x) < 0. We note that with
this form of X, differential equations (ODEs not DAEs) with discontinuous right-hand side have been studied for a very
long time, and that Filippov construction provides a powerful and well established theory to provide some meaning to
these systems; see [9]. Next, we briefly recall the key points of Filippov theory.

Suppose one has the piecewise smooth ODE

R : x=f"(x) hkx) <0,
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x=ft(x) h(x) >0, (2)
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Fig. 1. Crossing and sliding point.

with x e R?, f£:R" - R" h: R"— R, and ¥ as in (1). Here, f* are assumed to be ¢! (at least), and h is at least C2 in a
neighborhood of X. Now, let x € ¥ and compute the quantities

w*(x) = VAT (x) f* (x). (3)
Then, x € X is a crossing, respectively sliding, point of (2) if
crossing: w~(x) -w'(x) > 0, sliding: w (x) -w'(x) <0,
and further an attractive sliding point if
w (x)>0 and w"(x) <O0. (4)

See Fig. 1 for an illustration. (The case of w=(x) <0 and w*(x) > 0 corresponds to a so-called repulsive sliding point,
which is an ill-posed configuration, and not further considered). Whereas, in the generic case, at crossing points of X the
vector field is naturally defined as f~ or f*, the vector field at attractive sliding points is not uniquely defined. Filippov
theory postulates that, at an attractive sliding point, the solution must remain on ¥ and will obey a differential system
with vector field chosen as the convex combination of f~ and f* which lies on the tangent plane at X. That is, the sliding
vector field is defined as:

w(x)

X = (1-a)f x)+aft(x) where a:m.

(5)

To reiterate, upon classifying points of ¥ (and, thus, parts of ¥) as crossing or attractive, then one defines sliding motion
according to Filippov theory on the portion of X which is attractive. Further, Filippov theory postulates that, generically, one
will leave ¥ with f~ or f* precisely when o =0 or o = 1.

It should be appreciated that Filippov theory is not the only possible way to make sense of a discontinuous ODE like
(2), and alternatives to Filippov theory exist; e.g., for control problems, see [21]. Filippov himself in Filippov [9, pp. 61-63],
gives a clear exposition of when the sliding vector field of a physical system can be defined as in Eq. (5) or whether a
different definition should instead be considered. We point out (e.g., see [8,21]) that the Filippov sliding vector field -see
above- is also the vector field selected by a limiting process of a numerical discretization about the discontinuity surface;
that is, the limit of the chattering behavior of a numerical trajectory that switches between the two given vector fields about
the discontinuity surface (hysteresis). In the present paper, we will limit our consideration to Filippov construction when
considering DDAEs.

Remark 1. The paper [3] contains an overview of models, theory and numerics of hybrid systems, i.e. systems of ODEs or
DAEs with instantaneous transitions triggered by zero sets of discontinuity functions. In [18] efficient numerical methods for
discontinuous DAEs are presented. In the papers just cited, only crossing solutions (transitions) are taken into account (also
in Liberzon et al. [17] transitions triggered by time dependent events for linear switched DAEs are considered). However, for
DDAEs, there is no analog to Filippov sliding mode theory, and our main scope in this work is to understand how to do this
in the present DDAE case.

It must be appreciated that models of discontinuous DAEs have been proposed in the chemical engineering literature,
see [1,4], where the authors also proposed Filippov-like sliding solutions. Likewise, some effort on solvability and index
reduction techniques for discontinuous DAEs is in Kunkel and Mehrmann [15], Mehrmann and Wunderlich [19] who also put
forward some Filippov-like solution techniques. However, no justification for these techniques has thus far been provided,
and to fill this gap is one of our scopes in the present work.

Our goal is to study the solutions of DDAEs, and classify and define attractivity of ¥ and crossing/sliding solutions, by
adapting the known Filippov theory for discontinuous ODEs to the DDAEs. We will then follow this approach:

(i) we will consider discontinuous ODEs that have same solutions as the DDAE in R~ and R*
(ii) we will apply Filippov theory to the discontinuous ODEs;
(iii) we will define sliding/crossing solutions of the DDAE to be the same as the sliding/crossing solutions of the resulting
discontinuous ODEs.

We will restrict to index 1 DAEs, but even this “simpler” case presents considerable challenges when trying to define
attractivity of ¥ and ensuing sliding motion on it. We will investigate the occurrence of sliding motion and give sufficient
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conditions that allow one to define Filippov sliding solutions along X. Some restrictions on ¥ will be necessary to establish
whether crossing or sliding should take place. Moreover, unless we make further restrictive assumptions on the algebraic
constraints of the DAE under study, multiple sliding solutions of Filippov type can be defined on ¥ and this in turn might
give rise to different qualitative behaviors and hence to ambiguous sliding dynamics. In a nutshell, we can sum up our
insight as saying that in general sliding solutions of DDAEs are not unambiguously defined. We will elaborate on these
aspects in this paper.

In Section 2, we recall some basic results for smooth DAEs which are useful for our purposes. In Section 3, we discuss
restrictions on X, appropriate forms for the algebraic constraints, and explore three possible approaches to define Filippov
sliding solutions on X. In the standard DAE case, these three approaches are in fact equivalent to one another, but for DDAEs
they can be quite different. In Section 4, we further restrict the form of the constraint defining the discontinuity surface ¥
and provide a comparison in greater detail of the Direct Substitution and Singular Perturbation Approaches. In Section 5 we
will present results for a DDAE arising in chemical engineering, and finally in Section 6, we give conclusions and briefly
discuss the case of higher index.

2. Smooth DAEs

In the smooth case, the standard form of DAE we consider is one with differential variables y € R? and algebraic variables
z € RY9, where d + a = n the dimension of the ambient space, and can be given as

{ﬁa AN IR (6)

where the functions f: R? x R? — R? and g: RY x R? — R? are assumed to be sufficiently smooth: we will require f e
CP(RY x R?) and g e CP(RY x R?), with p > 1. The DAE (6) is subject to initial conditions (yg,zo) satisfying the algebraic
constraint: g(yg,zo9) =0, and we further will assume that the matrix

g

5 is invertible along solution trajectories. (7)

In DAE terminology, the requirement (7) states that the DAE (6) is of index 1. We note that the class of problems (6) and
(7) is also called a ODE with constraints, or a semi-explicit DAE of index 1, or a Hessenberg index 1 DAE; see [2]. Of course,
the assumption (7) makes it possible, using the implicit function theorem, to locally solve the algebraic constraint for z
in function of y : z=k(y), where k: R? — R? is CP. Substituting this in the differential equation for y, one is left with
a standard initial value problem of ODEs. As simple as this consideration is, let us hence rewrite (6) with this acquired
knowledge:

z=k(y)

Of course, now one just has to solve the DAE (8), but for later use let us nonetheless express three (mathematically
equivalent) ways in which one may proceed.

{y “l0D 0 ¥(0) = yo. 20 = k(yo). @

(1) Direct Substitution Approach or state-space form. This is the approach given by integrating the ODE
y=f.ky), t=0. y(0)=yo. (9)

The solution in this case is y(t) and then one recovers z(t) = k(y(t)).
(2) Singular Perturbation Approach. Here one considers the enlarged system

{{;:f,ﬁ{’y?_z (=0 y(0) =y 200)=2 (10)

and then let € — 0. If we call (y¢(t),zc(t)) the solution of the ODE (10), then (using [20], and see Theorem 21 below)
one has that lirr(l)(ye (t),ze(t)) = (y(t), z(t)), the same solution of (9).
€—
(3) Weak Formulation Approach. Here one differentiates the algebraic constraint in order to define a differential equation for

z. Doing so in (8) gives

y=f2)
{z’:ky(y)f(y,z) t>0 y(0) =y, 2(0) = z0. (11)

Again, the exact solution of (11) is the same as the solution of (9).

As we will elaborate in this work, these three formulations above are usually not equivalent when dealing with nons-
mooth DAEs.

Remark 2. It is worth remarking that the three formulations recalled above have all been used in the literature on numerical
methods for DAEs; e.g., see [11,12].
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3. General index 1 DDAE

There are many ways to generalize index 1 DAEs to nonsmooth index 1 DAEs (or DDAEs). For example, consider the
general model below, where both vector fields and algebraic constraints change (discontinuously) as the differential and
algebraic variables cross a hypersurface X:

R : {g:,{_é”;z), h(.z)<0. R*: {g:,{:gjz), h(y.2) > 0. (12)

with (y,2) e R xR?, ff:RIxRI > RY, k¥ :RT > RI, h: R?xR?— R, and we are letting ¥ :={(y,z) e RY x RA
h(y,z) = 0}.

Remark 3. We have assumed to have the same algebraic variables in R* and R~. Even when this is seemingly not the same,
we substituted directly in the respective differential system those that are not in common in the two regions. This case, for
example, arises in Example 5 below.

In the model (12), the fact that the function h depends on both y and z means that to define points on X as attractive or
crossing, we must be able to access the derivative of z. In other words, in R* we must view the respective DAEs according to
the “weak formulation approach,” since we must be able to access the derivative of the algebraic variables, in order to obtain
a well defined derivative %h(y(t),z(t)) for trajectories that approach ¥ from R~ or R*; viz,, %h(y(t), z(t)) = hyy + hyz.

In short, we effectively need to consider the enlarged piecewise smooth system of ODEs for x = g e R, given by
- ,_|foD ._|ff02)
R : x=|7_ _ h(x) <0, R" : x= h(x) > 0, 13
[ky M| "= k(| 10> (13)
with given initial conditions xo. However, we must be careful that the initial conditions xq be compatible with the original

y

(12); that is, if we have xg = zg € R, then it must be that zy = k= (yg), and if xg € RT, then it must be zg = k*(yg). As a

consequence, for xy € X, we require that k*(yg) = k= (yp) and this same condition must be satisfied along a suitable sliding
solution. Hence, in order to apply Filippov’s approach to (13), we require that:

If x= |:§i| eX then k™ (y)=kt(y). (14)

Without (14), the problem (13) is not well posed. So, for (13), we assume that (14) holds and call k(y) the common value
of k* on X.

With this in mind, the case of the DDAE (12) reduces to the discontinuous ODE problem (13), which we can treat accord-
ing to Filippov theory for discontinuous ODEs. Then, for example, at a point x = (y,z) € & the values of w* are as in (3):
wE(x) = hy(x) f£(x) + hz(x)(k}% oW f* (x)). And, x € X is, say, an attractive sliding point if w=(x) > 0 and w*(x) < 0. Sliding
motion, therefore, will take place according to

v — y — _ f_(yyz) f+(V,Z) _ W_(y7Z)
X—[z]—(l a)[ky(f) +o k;(f+) Ot(y,z) = W*(y’z)_w+(‘y’z)’ (15)
with Xg € , xo = (o, k(¥0))T. In what follows, for ease of notation, we will drop the dependence of & on (y, z). In order to

ensure that during sliding motion on X the solution of (15) remains on the manifold z = k(y) as well, we must require that
also the derivatives of k™ and k= coincide on X. Hence, we must have the following.

Compatibility Condition 1. For the DDAE (12) to be well defined, we require that
If (.z2)eX, then kf(y)=k ), ky) =k, ). (16)

Example 4. The following problem is an instance of (12).

R : {Z};_zy_lz,yz<0, Rt : {z};éyll’y2>o'

Here the discontinuity function is h(y,z) =y —z, and the functions defining the algebraic variables are k= (y) =2y — 2
and kT (y) = %y+ 1. There is only the point (2,2) on X satisfying the compatibility condition, and thus this is the only
possible initial condition on X. For (y,z) € ¥ then k™ (y) = k= (y) = k(y) = 2. In Fig. 2 the solid line is h(y, z) = 0, while the
dashed lines above and below the solid one are respectively z=k=(y) and z = k*(y). The point in bold is the point (2,2)
on the intersection of the three lines.The arrows indicate the direction of motion of the solution of the DAE in the two
subregions R~ and R*.

After rewriting the discontinuous DAE as in (13), we have

w- =1 and wt = —-1/2 thus o =2/3.
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Fig. 2. Example 4.

As a consequence, we would slide on ¥ with differential equation y =z = —1, remaining on ¥ but not on z = k(y).
Indeed, while (14) is satisfied, the relation (16) is not. The vector field y = Z= —1 obtained applying Filippov sliding vector
field to (13) fails in describing a dynamic compatible with the original discontinuous DAE and hence can not be used in this
context. See Example 5 below to see what happens instead when (16) is satisfied.

Example 5. This is an example of a DDAE (12) that satisfies (16). As we will see, the Filippov sliding vector filed obtained
by rewriting the original DDAE as a discontinuous ODE as in (13), is compatible with the original problem and the sliding
solution remains on the intersection of ¥ with the algebraic constraint z = k(y). The problem is the following:

_ . y=-z-7y _ + . y=z+1-y _
R™: {Z:Zyz—y—i-]’y z+1<0, R*: {Z=y2+y , y—z+1>0.

For this problem we have k= (y) =2y2 —y+1, k™ (y) =y +y and they both intersect the discontinuity line z=y+ 1 at
the point (1,2). Hence on X, z = k(y) = 2. We rewrite the DAE as in (13) and obtain

_ . y=-z-7y . y=z+1-y
R {z=<z+7y>(1—4y)’ R {i=(2y+1)(z+1—y)‘ (17)

The components of the vector fields normal to ¥ are w=(y,z) = (8y +1)(4y — 2) and w* (y,z) = —4y and X is attractive
for y > 1/2 and z=y + 1. The point (1,2) satisfies this condition so that it is an attractive sliding point. If we compute
Filippov sliding vector field for (17) at (1,2), we obtain y = z= 0 and the sliding solution remains at the intersection point
of X with z = k(y).

To sum up, for the model (12), we propose the interpretation based on (13) as the appropriate interpretation to use
for deriving a Filippov theory, for as long as the compatibility condition expressed by (16) is satisfied on X. In the next
section, we consider the cases in which the discontinuity surface depends only on the differential variables y. We will see
that different -non equivalent- interpretations are possible when k™ # k=~ on X.

4. Discontinuity function independent from the algebraic variables

In this section we deal with Hessenberg Index 1 DDAEs with discontinuity function that does not depend on the algebraic
variables, i.e. h = h(y). Therefore, our model DDAE is the following.

R : {y;fk_%f), hy) <0, R*: {y;:f;%;)’ h(y) > 0, (18)

with (1,2) e R xR, f*:RY xR — R4, k*:RY - R% Above, the function h: RY - R, is assumed to be sufficiently
smooth, we will let ¥ :={(y,z) eR¢ xR? : h(y) =0}, and %y :={y e R : h(y) =0}, and will further assume that hy is
full rank for all y € ¥;. As a consequence, ¥y is a smooth (d — 1)-dimensional manifold embedded in R?.

Admittedly, the model under study might seem reductive. For one thing, it may be hard to rewrite an Index 1 DAE in
Hessenberg form; moreover, in the literature (see [1,4,15,19]) several authors have put forward Hessenberg DDAEs with a dif-
ferent number of differentiable and algebraic variables in each subregion. However, we restrict our analysis to Eq. (18) where
in each subregion there are the same differentiable and algebraic variables, and do so in order to derive a Filippov theory. In
particular, the restriction on the differentiable variables is essential to apply the original Filippov theory; the restriction on
the algebraic variables, on the other hand, could be dropped in certain cases, see Remark 20 for an example. Regardless, we

5



L. Dieci, C. Elia and L. Lopez Commun Nonlinear Sci Numer Simulat 95 (2021) 105656

will see that unexpected difficulties arise already in our simplified scenario of (18). As a matter of fact, unless we further
restrict the class of DDAEs we consider, it is not possible to give a non ambiguous definition of crossing and sliding points
and hence crossing/sliding solutions for Filippov type DDAEs.

In the quest for a non ambiguous Filippov type DDAE on X, we first restrict our attention to DDAEs with smooth al-
gebraic constraints. Under this restriction, we can define sliding/crossing points in a non ambiguous way and, in case of
sliding, we can define a unique Filippov sliding solution regardless of the equivalent discontinuous ODE we consider. This
restriction and the results associated with it might seem at first trivial, however the need to put on firm ground these fairly
intuitive ideas will become apparent after Section 4.2. There, we consider DDAEs with discontinuous algebraic constraints
and show how a Filippov based approach does not even allow a non ambiguous classification of sliding/crossing points on
3.

4.1. Smooth algebraic constraint

The first restriction we put on (18) is that the function(s) k*(y) expressing the algebraic constraint be the same (in
principle, it would be sufficient for them to be the same in a neighborhood of X). So, we will take k= (y) = k*(y) = k(y)
and k to be at least a ¢2 function for all y € RY; Example 3.1 in Biak and Janovska [4] is of this type. This will turn out to
be the easy case, when all three classic approaches for DAEs give the same sliding vector field of Filippov type. In spite of
the fact that this is indeed a simpler case, we discuss it for completeness here below.

Hence, the model under study can be written as

y=f*.2) h@y)=0
{z: k@y) for alfy. (19)

Presently, we can rewrite R* = {(y,z) € RY x R? | h(y) = 0}, and since solutions of (18) must satisfy z = k(y), the study
of crossing/sliding regions can be restricted to

S={,20ex | z=k@)}.
Without loss of generality let (yg,zg) € R™, zg = k(yp) and assume that the solution of (19) with initial condition (yg, zg)
reaches S at time f at the point (¥, k(¥)).
Next, we will show that all three possible reformulations (see Section 2) of the DDAE as a discontinuous ODE will give
the same sliding vector field for the DDAE.
(1) Direct substitution, cfr. (9). We rewrite (19) as
y=f*.k®), hy)=0. (20)
We classify sliding/crossing regions of T, via Filippov theory. Let y € ¥, and consider the components of f* normal to
Dy:
w=(y) = hy ) f* . k). (21)
Then, a point y € X is a crossing, respectively sliding, point of (20) if
crossing: w~(y) -w"(¥) > 0, sliding: w~ (y)-w"(y) <O.
Moreover y € Xy is an attractive sliding point, respectively repulsive sliding point, if
w (@) >0 and w"'(F) <0, W (H) <0 and w'(y)>0). (22)
The point y € &y is a tangential exit point into R~, respectively into R*, if
into R-: w () =0, wh(y) <0, w,(y) #0,
into R*: w*(y) =0, w (¥) >0, wj(@) #0.
Repulsive sliding points will not be considered in the sequel, since trajectories through these (i.e., starting at these) are
not uniquely defined. Crossing and attractive sliding points, instead, give rise to crossing or sliding Filippov solutions.
At a crossing point, solution trajectories simply leave X, and pass from a region to the other, changing the vector field,
hence producing a continuous but not smooth solution. At an attractive sliding point, instead, solutions trajectories will

be forced to remain on X, (and hence on X). According to Filippov theory, motion will proceed by solving the following
differential equation

y=Q0-a)f ¢.kO) +af y.ky) = fry. k). yE) =y (23)

where o = a(y) is such that y is in the tangent plane to Xy:

hy ) fe (v, k(y)) = 0

and thus

w- ()
" - w) o
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so that a(y) € (0, 1) because of (22). The solution trajectory will continue solving (23) until it may reach an exit point, that
is a point where it will leave Xy, a fact that generically will occur at tangential exit points. For later comparison, let us call
(), z(t)) = (¥gs(t), k(yys(t))) the solution obtained with the present “Direct Substitution” Approach.

(2) Singular Perturbation formulation, cfr. (10). We replace the DDAE in each of the subregions R* with a singularly per-
turbed discontinuous ODE as follows:

V=102, hy) 20
z2=1(ky) -2)
It is well known that solutions of (25) converge uniformly (in a time interval that does not contain the initial time)

to solutions of (19) in each subregion R* as the parameter € goes to zero (e.g., see Theorem 21 below). For as long as it
remains in R~, call (y§,(£), z§,(t)) the solution of (25) with initial condition (y, zg), so that

lim (5, (6), 26,(0) = ((©), 2(0)), (26)

(25)

uniformly in time in [0, £]. It follows that for € sufficiently small, there exists t = £ such that (y§,(fe). z§, (f¢)) reaches % at
the point (y¢, Z¢). Notice that, by continuity, we must have

te >, Ye >V, Ze > Z,
but we cannot expect zZ¢ = k(y¢) for € # 0. In order to classify a crossing/sliding point of (25), we first write the components
of the vector field normal to X:

wH(y,2) = hy ) f* (1. 2).
A point (y,z) € X is a crossing (sliding) point for (25) if
crossing: wt(y,z)w=(y,z) > 0, sliding: w*(y, z2)w~(y,z) < 0.

The conditions above do not depend on €, hence a point (y,z) € X is a crossing/sliding point for (25) for all €. From this
and (26) it follows that for € sufficiently small (ye,Ze) is a crossing/sliding point if (y, k(y)) is a crossing/sliding point. If
(Ve. Ze) is a crossing point, then (y§,(£), z5, (t)) crosses X to enter R*. If, instead, (Je, Z¢) is an attractive sliding point, then

p(£), 25, (£)) remains on X, as solution of the following ODE

y=>0-a)fy2) +a fry, 2),
{ez": (k(y) - 2), (27)

ith o€ )= 0. e af =a¢ - _hoffen g ; .
with € chosen so that hyy = 0. ie. a¢ = ¢ (y.2) = -} 7557 Singular Perturbation theory (again, see Theorem 21)

ensures that in the limit for € — 0, solutions of (27) converge to solutions of the DAE

y=010-af (.2)+a°f*(.2), z=k(),
where o9 = % the same value as in (24). The theory guarantees uniform convergence in [f + 8, f + A], with § > 0,
and with A > 0 chosen so that the solution of (27) remains on X in the time interval [, f + A]. Since Z¢ — k(¥), in this case
the convergence is uniform in [£,f + A]. Therefore, taking the limit as € — 0 of (V5 (£), 25 (t), we have that this coincides
with (y(t), z(t)) for t <t and further with (yg4,(t), zq,(t)) while sliding.

Remark 6. System (25) is a discontinuous slow fast system with a smooth slow manifold. In [5] the authors study the qual-
itative behavior of these discontinuous systems and they compare it with the qualitative behavior of the reduced system,
the same as (20) in this paper. They show that if the reduced system has an equilibrium or a periodic orbit on the discon-
tinuity manifold, then, for € sufficiently small, also the slow-fast system does. The proof of their result is based on results
of Singular Perturbation theory as well.

(3) Weak formulation, cfr. (11). Here we consider the weak formulation of the DDAE (19):

V=2 y=fW2
{Z'zky(y)ﬁ(y,z)’ h(y) >0 {2=ky(y)f(y,z)’ h(y) <0 (28)

subject to consistent initial conditions (yg,Zg) in R~. Denote with (yw(t), zw(t)) the solution of (28), so that at  the solution
reaches S at the point (y, k(y)).

Following Filippov, the conditions for (y, k(y)) to be a sliding/crossing point are the same as in the “Direct Approach”
of point (1) above, and if (y, k(y)) is a crossing point, then (yw(t),zw(t)) crosses S to enter RT. If instead (¥, k(y)) is an
attractive sliding point, (yw(t), zw(t)) must remain on X, as solution of the differential equation

{5/= (1-a)f~.2) +af* (.2,
2= -akyf~(,2) +akyf*(y,2), (29)
y@) =y, z(t) = k@),
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with « so that hjy =0, ie,

hy(}’)ff(ys z)
hW(f~02) - f+1.2)

Since z(t) = k(y(t)) satisfies the differential equation for z in (29), then zy (t) = k(yw(t)) while sliding so that « in (30) is
the same as in (24). It follows that yw(t) = y4s(t).

We reiterate here that, under the assumption of a smooth algebraic constraint, and for initial condition yg, zg = k(yg),
the functions (ygs(t), k(Vgs)), lime_o (Vs (£), 2§, (€)), and (yw(t), zw(t)), are all the same for all ¢. Therefore, in this case of
smooth algebraic constraint, any of these can be called the Filippov solution of (19).

a®y) = (30)

4.2. Discontinuous algebraic constraint

In this section we study the DDAE (18) where the algebraic constraints are different, in particular on X, k= (y) # k*(y).
In light of the results in Section 3, in particular see (14), the Weak formulation approach will not be considered, since we
would need k*(y) = k= (y) on X, which we do not have. For this reason, in this section we consider (see Section 2) only
the Direct Substitution Approach and the Singular Perturbation Approach.

Our goals are the following: (i) highlight that the definition of sliding/crossing points depends on the specific approach
we choose, and therefore that the sliding solution is in general not the same for the two approaches; (ii) show that, under
certain assumptions, the Singular Perturbation Approach leads to the use of a convex combination of the algebraic con-
straints during sliding motion; (iii) show that the sliding DAE on ¥ obtained as limit of the Singular Perturbation Approach
is not necessarily of index 1.

4.2.1. Direct Substitution Approach
Much like in (9), we consider the following discontinuous ODE in RY

_[frokr @) by >0
y:{fcy,kcy)) h(y) <0 (31)

with discontinuity surface Xy = {y € R4 h(y) =0}, and T = >y x RY. System (31) is the same as [1, Eq. (29)].
When adopting this approach, we say that a point y € X is a crossing/sliding point for (18) if it is a crossing/sliding point
for (31). Namely:

crossing: hy f~@. k= @) by D) G k*(F)) >0
sliding: hy@ f~@. k@) hy @) f+ @, k* () <0,
and further an attractive sliding point if
hyWf~ @k~ (¥) >0 and hy@)f* ¥ k")) <0.
Sliding motion -according to Filippov theory- will take place as in (5), namely
hyf~
hy(f=—f+)’

and indeed the Filippov theory known for ODE systems applies to the discontinuous DAE in this case.

y=>0-a)f k() +af (v.k"(y)) where o= (32)

Remark 7. We must notice that in the rewriting (31), there is no longer any explicit dependence on the algebraic variables
z. As a consequence, z is not specified on X by using the formulation (31) and (32).

4.2.2. Singular Perturbation Approach

In this section, we consider a certain singularly perturbed problem (see (33) below) as a possible mean to define solu-
tions of the DDAE, similarly to what is done for DAEs (see the e-Embedding method in Hairer and Wanner [11] and [12]).
We extended this approach to DDAEs.

At the same time, the Singular Perturbation problem we put forward is quite interesting in its own right, and it directly
relates to Singular Perturbation theory of discontinuous slow-fast systems. This topic has seen several contributions in the
past years, see for example [10], for discontinuous singularly perturbed systems with the discontinuity depending only on
one slow variable, Kowalczyk and Glendenning [13] for planar slow fast systems with discontinuity manifold depending also
on the parameter € and [5] for slow-fast systems with a smooth slow manifold. Our model DDAE is the reduced slow system
of the following discontinuous slow fast system

y=f .2 . y=r0.2
{ez’:k‘(y)—zh(y)<0’ {ez’:k+(y)—zh(y)>0' (33)

System (33) has a discontinuous slow manifold (if k= # k™) and nonsmooth slow variable (if f* # f~). When € =0 in
(33), the reduced system is the same as (18). Now, in R*, Singular Perturbation theory ensures that, as € — 0, solutions of

8
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(33) converge uniformly in time to solutions of (18). The convergence is uniform in a closed interval that does not contain
0 if the initial condition is not consistent with the algebraic constraint.

The conditions for crossing or sliding points on X for (33) are the same for all € since h = h(y) does not depend on
z. Following our characterization given in the Introduction, see (4) and Fig. 1, a point (y,z) € X is a crossing (resp. sliding)
point for (33) if the following is verified

(hy W~ . 2) (hy ) fT(y.2)) > 0 (resp. (hy(¥)f~(.2) (hy W) f*(.2)) <0).

Let (yo,k (y9)) € R~ and denote with (y(t),z(t)) the solution of (18) with initial condition (yg, k™ (yg)). Assume that
(y(t), z(t)) reaches ¥ transversally at time t = at the point (¥, k~(¥)) = (7, Z); then, it must be hy(¥) f~(¥,Z) > 0 and, by
continuity, hy(y) f~(y,z) > 0 in a neighborhood of (y,Z) on X. Let (y¢(t), ze(t)) be the solution of (33) with initial condition
(0. k= (y9)). Tikhonov's Theorem (again, see Theorem 21) guarantees that

lim(ye(t). ze () = ((0). 2()).

in a suitable time interval [0, T]. Uniform convergence of (ye(t),z¢(t)) to (y(t),z(t)) and hy(y) f~(¥,Z) > 0 imply that there
is a time t =t such that (ye(f¢), ze (fe)) reaches ¥ at the point (ye,Z) and
lmfe =¢. limge = linze =2
Note that, in general, for € # 0, z¢ # k™ (ye).
Notice that if f. <, for € sufficiently small we can continue the solution of
y=f W2
ez=k (y)—-z ~

up to f as long as f~ and k— are defined in a neighborhood of X. Then the uniform convergence is in [0, £].
We study (33) with the aid of Filippov theory. Then we will define solutions of (18) on X as the limit for € — 0 of
Filippov solutions of (33).

Remark 8. When following the Singular Perturbation Approach, we decide whether solutions of (18) slide on ¥ or cross it
at a given point by looking at the limiting behavior of Filippov solutions of (33). There is indeed no criterium to classify
(7. 2) as a crossing/sliding point for (18).

We proceed as follows. Assume that (y,Z) € X is an attractive sliding point for (33), i.e. it satisfies the following:

hy@) f*(y.2) <0, by f (.2) > 0. (34)

Then, for € sufficiently small the point (ye,Z¢) is an attractive sliding point for (33) as well. On ¥ we consider sliding
motion defined by the classic Filippov construction relative to the system (33), that is from:

{y’: (1-a)f (v.2) +aft(1.2), (35)
ez2=0-a)k (y)+akt(y) -z

Due to continuity of solutions with respect to initial conditions, since (J¢,zc) — (¥,Z), we consider the following initial
conditions for (35): y¢(0) =y, z¢(0) = z. We denote the solution of the Cauchy problem as (y¢(t),ze(t)). In (35) « is deter-
h;)# (Ve ze)

mined in order to insure sliding on ¥: o =« (y,2) = W 0z
'y - €4€

Setting € = 0 in (35) we obtain the reduced differential
algebraic equation

y=>0-a)f~(0.2) +aft(y.2). (36)
z=0-a)k () +akt(y),

witha =a(y,2) = % and y(0) = y. The solution of (36) must satisfy the algebraic constraint z = (1 — @)k~ (y) +
ak™ (y). Beware that the existence of a solution is not always guaranteed. However, in Theorem 13 we show that under
certain assumptions there exists a function z = ¢(y) that satisfies the algebraic constraint. We denote with (yq(t),zo(t))
the solution of (36). Convergence of solutions of (35) to solutions of (36) as € — 0 is not always guaranteed, even when
the algebraic constraint can be explicitly resolved. Below, we give sufficient conditions for convergence following arguments
used in Singular Perturbation theory (see [14,20]). Once convergence is verified (in a time interval that does not contain 0,
since in general zy(0) # z¢(0)), then we can use (36) as sliding equation for (18).

Remark 9. Eq. (36) for sliding solutions on ¥ is used in Bidk and Janovska [4, Equations (14)-(15)] without justification.
However, the convergence of solutions of (33) to solutions of (36) as € goes to 0 is not always guaranteed since (35) is
not continuous at € = 0, and use of (36) requires justification. Moreover, it is not clear how to classify a point (y,z) with
z # k*(y), as a sliding/crossing point for (18).

Remark 10. It is important to stress that there is a key difference between sliding motion defined by the direct approach,
see (31)-(32), and sliding motion defined by the Singular Perturbation Approach. The key difference is that in the latter
approach the algebraic variables z are defined, whereas in the former they are not.

9
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Let
Cy.2) = I-a.2)k ) +a@y. k' (y) -z =0, (37)
with «(y, z) _MWIT02 - characterize the slow manifold of (35). Eq. (36) blows up the dynamics of (35) along the

T ROT -TH0D”
slow manifold. Consider the time stretching v = £ and rewrite (35) using the derivative with respect to 7

{y' =e(1-a)f (.2) + af*(1.2)). (38)
Z=0-a)k ) +akt(y) -z

with initial conditions y(0) =y, and z(0) =z =k~ (¥). If (ye(t),ze(t)) is the solution of (35) then (yc(€7),ze(eT)) is the
solution of (38). Setting € = 0, we obtain the fast system

y=0
{z/ — (1 —ay.2)k @) +a@y,DkHY) -2, (39)

with y(0) =y, z(0) =Z. Notice that, as long as the point (y,z) is an attractive sliding point of (33), « is in (0,1) and
it is a smooth function of (y,z) inheriting the same regularity of f~ and f*. Hence the vector field in (39) is smooth.
In the following we will consider (39) as a differential equation in R? depending on the parameter y. We denote with
J(t),Z(1r)) = (y,Z(7)) its solution. Continuity with respect to the parameter € insures that the solution of (38) converges
to the solution of (39), i.e.,

lii%(ye(er),zf(et)) = (¥.2(1)),

in a time interval [0, tg] with 7 so that the solution of (39) exists in [0, tg]. In Proposition 11 below, we show that under
certain assumptions solutions of (39) exist for all T > 0 and hence 7y can be taken sufficiently large. Denote with K(y) the
convex hull of k*(y) and k= (y) in R%: K(y) = conv{k*(y), k= (y)}, and define the following set

Yk ={(.2) € | (y,2) satisfies(34)Vz € K(¥)}.

We will show convergence of solutions of the full problem (35) to solutions of the reduced problem (36) in this set.
Hence in what follows we will consider initial conditions in the set Xg. For (y,z) € Xy, observe that « is in (0,1). We fix
y and consider the map G(y,-) : K(y) — R%, G(¥,z) = (1 —a(y.2))k~ (y) + a(y,2)k* (y). Since o € (0,1), G(y,-) maps K(y)
into itself and Brouwer Fixed Point Theorem implies that G(y, -) has a fixed point in K(y). It follows that the fast equation
(39) has at least one equilibrium in K(y). We would like to give sufficient conditions so that (39) has a manifold of asymp-
totically stable equilibria depending on the parameter y, z = ¢ (y). In Proposition 11 we restrict our attention to the case of
one algebraic variable, i.e. a =1, and in Theorem 13 we consider a = 1 together with two differential variables, ie. d = 2,
and h linear.

Proposition 11. Let a=1in (18), G: RY x R — R, k* : R9 — R. Denote with K(y) the convex combination of k™ (y) and k= (y)
in R. Then for all y such that (y,z) € X, there exists at least one asymptotically stable equilibrium of (39).

Proof. We study the sign of G in the set K(y) for (y,z) € . Without loss of generality, let k= (y) < k*(y). Then

G, k(1) = k- ) (k@) —k () >0,
G, k(1) = 1 -a®@. k@) (v) —k* () <0.
Therefore, G(y,z) has a zero in K(y), see Fig. 3. Given the sign of G(y, -) at the extrema k~(y) and k*(y), there must be
at least one asymptotically stable equilibrium of (39). O

From the proof of Proposition 11, see Fig. 3, we see also that, for (y, z) € X, solutions of Z/ = G(y, z) with initial condition
in K(y) remain inside K(y) and hence solutions of (39) are defined for all t > 0. It follows that lim._,o(ye(€T),zc(€7)) =
(J(t),Z(7)), in [0, Tg] with 7y arbitrarily large. We now consider the case of one algebraic variable and two differential
variables, i.e., a =1 and d = 2, together with h linear. Without loss of generality let h(y) = y;.

Remark 12. When (18) has two differential variables, the vector field in (39) is on ¥ and hence it depends on just one
parameter. It follows that the conditions in item (i) and (ii) in Theorem 13 below are generic. In particular: we do no
consider canard points (y, = 0 in (ii), see [14]) and triple equilibria (in (ii) the additional condition on equilibria) since they
are not generic ford =2 and a=1.

Theorem 13. Let a=1, d =2 and h(y) =y;. Assume (y,k™(y)) € L. Denote with (y,z(y)) the equilibrium of (39) closest to
(¥, k= (¥)). Assume that one of the two assumptions (i)-(ii) below is satisfied:

(i) [%G(ﬁz)]z:z@ #0;
(ii) [%G@Z)L:Z@ = 0 together with

[%G@v D], o # 0 [5560:2)] ) # 0
Vo= l[(1= ) +af 1G.20)) £0.
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G(y,z)

K(y) kK*(y)
z

Fig. 3. Plot of the function G = G(y, z) for y fixed in function of z.

Moreover, for any other possible equilibrium (y,z): G(y,z) = 0, we assume that

d .. 0% . _
If |:8ZG(y, z)i| = 0, then |:822G(y, z)] ) #0.
z=z z=z
Then, there exists ¢ : R — R defined in a neighborhood of y,, such that G(y, ¢ (y)) = 0 and moreover there exists T > 0 such
that

lirr(lj(yE (£),Ze () = o(t), p(ebyo(t))), uniformly in [8,T], § > 0.
€—
Case (i) implies that ¢ (y,) = z(¥). The same equality is not guaranteed under case (ii).

Proof. The proof follows by using results of Singular Perturbation theory. We use Tikhonov’s Theorem (see Theorem 21,
[20]) for the proof of (i), while for (ii) we also have to consider what happens at fold points of z/ = G(¥, z). This case is not
contemplated in Theorem 21 but it can be studied by looking at the behavior of the reduced system (36) in a neighborhood

of (y,z(y)) (see [14]).

(i) From the definition of z(y), we have G(y,z(y)) = 0. The assumption %G(}'/, z(y)) # 0, implies that z(y) is a simple
zero of G(¥, ). Then, by the Implicit Function Theorem, there exists a neighborhood of y,, Ij,, a neighborhood of z(y),
L) and a function ¢ : I, — L), ¢ (V2) = z(¥), such that G(y, ¢(y2)) = 0. Moreover, since G(y, z) is positive in a left
neighborhood of z(y), z(y) must be an asymptotically stable equilibrium of z/ = G(y, z) and for y, in a neighborhood
of ¥5, ¢(y2) must be an asymptotically stable equilibrium of the fast system (39). The convergence of (ye(t),ze(t))
to (yo(t), <p(e§y0(t))) follows easily from Tikhonov’s Theorem (see Theorem 21 and [20, Section 39]).

(ii) The assumptions guarantee that (y,z(y)) is a generic fold of (39), see [6,16]. Proposition 11 guarantees the existence of
at least one asymptotically stable equilibrium of (39). Denote with z4(y) the asymptotically stable equilibrium closest
to z(y). Without loss of generality, assume (as in Proposition 11) that k= (y) < k™ (y), so that in particular it must be
Zas(¥) > z(y). Under the given assumptions zq(y) is a simple zero of G(y,z) since otherwise (because of the change
in sign through it), we would have

- - J . - 0% . _
Gy, z45(y)) =0, |:BGQ/, z):| =0, [ZG(y, Z):| =0,
z _ 0z _
Zas (V) Zas (¥)
and this contradicts the assumptions in point (ii) of the theorem. Below we consider four possibilities.

(i), [%G(y, z)]_z(y_) > 0 together with y, > 0 in (36). This is illustrated in the left plot in Fig. 4. In the figure we
plot the set Gy(y z) =0 in the (y,,2z) plane (i.e. on X) in a neighborhood of (y,z(y)), marked as a full circle in
the plot. The curve G(y,z) =0 on X is a curve of equilibria of (39). In particular the solid line is the branch of
asymptotically stable equilibria, while the dashed line indicates the unstable equilibria. y, > 0 implies that the
flow of the reduced problem (36) along the stable and unstable branch of the slow manifold is directed towards
the fold. Then by Tikhonov’s Theorem, solutions of (35) in the limit for ¢ — 0, follow the slow manifold along

1
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Fig. 4. Theorem 13. Case (ii)_1 in left plot and Case (ii)_2 in the right plot.

the stable branch. At (y,z(y)) then the limiting solution must continue along the dotted line in Fig. 4. This is the
solution of (39) and it satisfies lim;_,, Z(T) = z45(y). Then

lim(ye(€7). ze (€7)) = (. 2(7)). 7 [0, o],

with g arbitrarily large. For 7y large enough (y¢(€7),zc(eT)) enters a small neighborhood of (y, z4s(y)). From now
on, the proof follows the same reasonings of Case (i). The main difference consists in the fact that the function ¢
is defined in a neighborhood of y, as in Case (i) but it has values in a neighborhood of zg(y). The point (y,z(y))
is then a jump point for the limiting solution of (35).

(i), [%G(y, z)] < 0 together with y, > 0 in (36). This is depicted in the right plot of Fig. 4. As in Case (i) we
y.2(¥)

plot the stable branch of equilibria of (39) as a solid line and the unstable branch as a dashed line. The flow
of the reduced problem (36) is directed away from the fold along the stable branch. Let ¢ : R — R be such that
©(2) =z(y) and z= @(y,) is the stable branch of equilibria of (39) in the figure. Then, by Tikhonov's Theorem,
there exists T > 0 such that

im(ye (£). 2 () = Yo (D), p(e3y0(t)).

in [0, T]. The time instant T is chosen such that the solution of (36) remains on z = ¢ (y;).
(ii)3 [%G(y, z)] > 0 together with y, < 0, this can be treated similarly to case (ii),.
y.2(7)
(ii)4 [g’—yG(y, z)] < 0 together with y, < 0, this can be treated similarly to case (ii);.
y.2(9)

O

As highlighted in Theorem 13, Case (ii), the DAE (36) on ¥ might not retain index 1 at some points. Further in the
subcases (ii); and (ii)4 of the proof, the algebraic variable might jump at generic folds while the solution is sliding. See
Example 19 below for an illustration of this phenomenon. At jump points yy(t) is continuous and not smooth. See also
Remark 15 for another instance of jump points when the assumptions of Theorem 13 are not satisfied.

Definition 1. Let (y, k= ()) € Xk. Then the singularly perturbed sliding solution of (18) with initial condition y(0) =y, z(0) =
k= () is the function (y°(t), p(elyo(t))) in Theorem 13.

Remark 14. For (y,z) € X, the fast system (39) might have more than one asymptotically stable equilibrium in K(y). For
y =y, denote with z(y)~ (resp. z(y)*) the asymptotically stable equilibrium of (39) closer to k= (y) (resp. k*(y)). If we con-
sider only two differential variables, d = 2, then generically these equilibria are simple. Then the Implicit Function Theorem
implies that there is a stable branch of equilibria of (39) through z(y)~, z= ¢~ (z), and one stable branch through z(y)™,
z =T (y). It follows that singularly perturbed solutions of (18) that enter ¥ from R~ will slide along the branch z = ¢~ (y),
while solutions that enter ¥ from R* will follow the branch z = ¢*(y). This is a main difference with the Filippov theory
for discontinuous differential equations were sliding solutions on co-dimension 1 discontinuity manifold only depend on the
entry point and not on whether the solution enters ¥ from R~ or R*.

Remark 15. If the singularly perturbed sliding solution leaves the region X at a point (¥, ¢(¥)) while following a stable
branch of equilibria of the fast system (39) then the assumptions of Theorem 13 do not hold anymore. But, we are still able
to say what happens to the singularly perturbed sliding solution after the point (7, ¢ (§)). The solution remains on X until
it reaches either a point at which o =0, 1, or a fold of z= ¢(y). This last exit point in general is not a tangential exit point
and z = z(t) will jump at this exit point, while y(t) will be continuous at the exit point. See Example 17 for an illustration
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L=k

Fig. 5. DDAE. The dotted curve is the set G(y, z) = 0. The lighter curves are solution trajectories in R~ and R*.

of this phenomenon. These fold points are generic exits and we see another main difference with the theory of Filippov
systems for discontinuous ODEs, where generic exits from a co-dimension 1 discontinuity manifold can only take place at
tangential exit points and the solution is differentiable at these points.

A main advantage of Definition 1 is that it allows the characterization of sliding solutions (and sliding points) of a
discontinuous DAE via the classic Filippov theory. Instead, had we defined sliding solutions on X directly as the solution of
the DAE (36), we would have had to extend Filippov theory to the discontinuous DAE without any justification for such an
extension. Moreover, defining the sliding solution of (18) directly as the solution of Eq. (36) has other shortcomings.

i) The dynamics of (18) is in general not defined in a neighborhood of the set G(y,z) =0, see Fig. 5. As a consequence,
it is not clear how to establish whether a point is an attractive sliding point for (18) by looking at the dynamics in
a neighborhood of X. For the same reason, it is not clear how to characterize when a sliding solution must leave X.
See Remark 15 to see how to characterize exits of singularly perturbed sliding solutions instead, and Example 19 for an
illustration.

ii) The equation G(y,z) =0 is in general nonlinear in z and for each y there could be more than one z that satisfies it.
Is there a mechanism that chooses the appropriate solution? See Remark 14 for a mechanism in the case of singularly
perturbed sliding solutions instead.

Before looking at a few examples, we emphasize that sliding motion for (18) cannot be characterized in a non ambiguous
way when k= (y) # k*(y). To witness, the “Direct Approach” (with sliding based on (32)) and the “Singular Perturbation
Approach” (with sliding based on (36)) typically lead to different sliding solutions. This is clear also upon noticing that the
equation for « is linear in (32), but nonlinear (in general) in (36). We illustrate in Example 17.

Remark 16. In [19, (16 a-b)], the authors put forward a sliding equation on ¥ that is a combination of (32) and (36). Namely,
in order to compute sliding solutions, the authors of [19] use (32), but also update z= (1 —a(y))k~(y) + ¢ (y)k*(y) on X.
We failed to justify this hybrid approach via Singular Perturbation and the classic Filippov theories.

Example 17. In this example we illustrate the following: (i) sliding solutions obtained via the “Direct Approach” and the
“Singular Perturbation Approach” are different; (ii) exits from X while sliding according to (36) might occur also at points
that are not tangential exit points. Consider the following DDAE:

yi=z-2y+1 Yi=—32+y2-1
y2=1 . y1 <0, y2=1 . y1>0.
z=Y; z=2y,+1
i) Direct Substitution. The discontinuous system (31) is
yi=-y2+1 yi=-3
V=1 =0 {Y2=1 > y1>0. (40)

This is a discontinuous ODE in R? and the discontinuity line ¥, = {y; = 0}. It is easy to see that ¥, is attractive for
¥2 <1. On Xy, the value y, =1 is a tangential exit point into R~ so that solutions of (40) with initial conditions (0, y,),
Y2 <1, slide on Xy until they reach y, =1 and then they leave ¥, to enter R™. ii) Singular Perturbation Approach. The
singularly perturbed discontinuous ODE (33) is

Y1=2-2y+1 J:/1=—%Z+YZ—1
y2=1 . Y1 <0, y2=1 . y1>0. (41)
€2=Y,—2 €2=2y,+1-z
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z=k"(y

Fig. 6. Example 17. Attractive region for (41) (the shaded area) and set Xy (the striped area).

The set ¥ is the (y,,z)-plane and a point on ¥ is an attractive sliding point if h;f‘ ,z2)=z—-2y,+1>0 and
h;f+ ,2) = —%z-i—yz —1 < 0. Then X is attractive for (41) if z > 2y, — 1. In Fig. 6 the sliding attractive points are the ones
in the shaded region. The dotted line is z= 2y, — 1 and it is the line of tangential exit points in R~ for (41). Notice that the
intersection between z =k~ (y) and z = 2y, — 1 is the point (0,1,1) and the sliding solutions of (40) exit ¥ to enter R~ at
(0,1) for z =k~ (y). The set X defined in Theorem 13 is

S={02)eX | z>2y,-1, y2 < 1},

a nd it is the striped region in Fig. 6.
We define the sliding vector field on X via Filippov’s convexification

yi=(1-a)z-2y,+ 1) +a(-3z+y, - 1)
y2=1 (42)
€ez2=(1-a)y+a2y; +1) -z

with « such that (1 —a)(z—2y,+1) +a(—3z+y, — 1) = 0 From the last equation we obtain o = «(y,.2) = % In
24722
order to study solutions as € goes to 0, we consider the reduced fast system
¥ =0
220 (43)
Z= 32-3y,+2 02+ +y2 -2

Z=2yp+1
32-3y,+2
in Fig. 7 as a light solid line. The point (1,1) is a tangential exit point for (41), but it is an unstable equilibrium of (43).
It follows that the limit for € that goes to O of solutions of (42) will never approach it. There is instead a fold of (43) at
¥, =10 — v/72 ~ 1.5147 and z ~ 2.4437, see also the plot of G(y,z) = 0. The limiting solution of the Singular Perturbation
system must leaves X at y, ~ 1.5174 to enter R™. In Fig. 7 in the left plot the solid line is the solution of the singularly
perturbed discontinuous system for € = 10~3. The computed solution is obtained applying an event location method to
(41) with a 4th order variable stepsize Runge Kutta method and relative and absolute tolerance tol = 10~8. The method
computes the exit point from ¥ into R~ for y, ~ 1.5158 and z ~ 2.0668. This exit point is marked with an asterisk, and it lies
on the intersection between the solution and the dashed line. This is the line in the (y,, z)-plane of tangential exit points
into R™. In the right plot, the first component of the solutions obtained with the Direct Approach and with the Singular
Perturbation Approach are plotted in function of time. Clearly, the two approaches give two different sliding solutions of
(42).

The equilibria of (43) must satisfy (2 +1) +y2 —z = 0. The curve of equilibria G(y,, z) = 0 is shown on the left

Remark 18. The existence of more than one Filippov-like sliding solution is not necessarily a drawback. Indeed in the lit-
erature of discontinuous dynamical systems ambiguous solutions are well known (see [9,21] for example). We believe that
there is no correct sliding solution but that each possible solution will have a different applicability. For example if we wish
to define the algebraic variable while sliding, then the direct approach is not able to give us this information.

14
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Fig. 7. Example 17.

L
- = ZO.O1 (t)
Y ——9(y,:2)=0[

Fig. 8. Example 19.

Example 19. In this example we show that (36) might lead to a discontinuous z, while sliding. Consider this DDAE

= =2
y2=1 . y1 <0, ya=1 , y1>0. (44)
Z=-Y2+3 z=-y2+3

The discontinuity set ¥ is the (y;, z)-plane. Now (33) is
n= 7 =22
y2=1 s y1<0, y2=l s _V]>0. (45)
€2=(-y2+3-2) €z2=(-y2+3-2)

All the points on X (except z = 0) are attractive sliding points for (45) and the corresponding Filippov sliding equation
is the following
y1=0
V=1 : (46)
€2=-y+1+a@) -z

with a(z) = 1;?. Here, G(y,2) = -y, + % + ﬁ —z. The curve G(y,z) =0 has two folds on X that can be computed im-
3 1

posing dizG(y, z) =0: (5,—5) and (1.567, —-0.148). In Fig. 8 we show the solutions of (45) with initial condition (0.1, 0, %)

15
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CO; + Hy0 + H,CO3 C:O/Q/'

Liquid model Gas model

Fig. 9. Ideal gas liquid model.

and € = 0.1, dotted line, and € = 0.01, dashed line. The solid line is the curve G(y, z) = 0. The numerical solutions are com-
puted with event location method applied to (45), (see [8]). As € approaches 0, the solution follows the set z= k*(y) in R*,
then it reaches ¥ and starts sliding on it along the set G(y,z) = 0. When it reaches the fold (0, 1.567, —0.148) it jumps and
keeps sliding on the branch of attractive equilibria of the reduced fast system y; =0, y, =0, zZ/ =-y, + % +a(z) -z

5. An ideal gas liquid interaction model

In this section we study an ideal gas liquid model (see [1,4]) used in the chemical engineering literature for soft drink
production. In the tank a mixture of CO,, H,O and H,COs is present. The mixture leaves the tank through the outlet tube
until its level drops below the tube. When this happens, the CO, is the only substance that leaves the tank through the
tube, see Fig. 9. The first instance is described by the liquid model, the second by the gas model. For a thorough description
of the model we refer the reader to the papers [1,4]. Below we just give the equations that model the gas-liquid interaction
and solve the nonsmooth DAEs using the Direct Approach and the Singular Perturbation Approach.

The variables y;, y, and y3 are the molar hold ups for CO,, H,0 and H,CO3. The algebraic variable z instead is the molar
flow rate of CO, through the valve. In [1,4] two additional algebraic variables are considered in the liquid model, namely
the molar flow rate of H,O and of H,CO3. See Remark 20 below. The discontinuity surface is h(y,,y3) = %21 + ;V]—f] —V,;. The

model equations we consider are written below. The liquid phase is defined for h(y,,y3) > 0 while the gas model is defined
for h(y,,y3) <O.

dy: —F _z7_ kcym’z

dt

dya _ Y2 }’1}’2
Liquid model: | dr — k- mkzx (P — Pour) — ke
h(yz.y3) > 0 dys Vs J’U/z

G mk,X(P Pout) + ke

_ _ __Yetys _
zZ= le(P Pout) Ml FRTAET le(P Pout)?
dy: Y1y2
E = F] —Z— kc v
d
Gas model: ﬂ =K - kcy]y2 (47)
h(y,, 0 ’
(y2.¥3) < % _w
dt Vv
2= keX(P — Pour)
with
y1RT Y2+Ys3
= - M =-=--_—-_0PD Vy =2.25,
V —¥2/01—Y3/Pa '~ 1640 — P d
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Fig. 10. Numerical solutions of the Singularly Perturbed system and of the Direct Approach system.

7

Fig. 11. Numerical approximation of the algebraic variable computed with the Singular Perturbation Approach.

and
R =05, BE=75 k=% v=10
kl=2.5, kg=3, X=1, Pyt =1

R =0.0820574587, T =293, Pq = 16, o =50.

Remark 20. In [1,4] the liquid model and the gas model do not have the same number of algebraic variables. More specifi-

cally, the liquid model equations have two additional algebraic variables: z, and z3, defined as z; = —WIQX(P — Pout),
i=1,2. The differential equations for y, and y3 are then written in function of z, and z3 as: %Z =FK-2 —kc% and
dys _

@ =2+ kc%. We substituted the expressions of z, and z3 in the differential equations for y, and ys3. Thus, even if in
the original DDAE the algebraic variables in the two subregions are seemingly not the same, the Direct Substitution of the
algebraic variables that are not in common allows to rewrite the model equations as in (18).

In this model the derivative of y; is the only one that depends on the algebraic variable z. Since h' f*(y, z) = ,%lyz + %}'@,
it follows that o does not depend on y; and hence does not depend on z. It follows that the attractivity of ¥ is independent

17
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from the algebraic variable. This together with the linear dependence of y; on z implies that the Direct Approach and the
Singular Perturbation Approach give the same sliding equations.

In Fig. 10 we plot the numerical approximations of (y;(t),y,(t),y3(t)) computed for the Singularly Perturbed System
with € = 0.01 and for the Direct Approach system. The initial conditions are respectively (0.72 95 0 3.4) and (0.72 95 0).
The time interval for the numerical computations is [0,10]. Both solutions are computed via an event location integrator.
For the integration we used an adaptive Runge Kutta Fehlberg method with absolute and relative tolerance 10~2. The two
numerical solutions are indistinguishable in the plot.

In Fig. 11 we plot z(t) computed with the Singular Perturbation Approach. The solution starts in the gas phase, then
enters the liquid phase, finally it starts sliding. The crossing and sliding points are marked with circles in the figure. The
value of « at the entry point is o ~ 0.5338, at the last computed point is & ~ 0.9496. The Direct Approach does not allow
to compute z(t) during sliding motion.

6. Conclusions and difficulties

In this paper we adopted a Filippov based approach to study discontinuous DAEs (DDAEs) of Index 1, in Hessenberg
form, with a co-dimension 1 discontinuity manifold X. Already in this seemingly simple case, in our work we showed that
restrictions are needed in order to guarantee the existence of a unique solution. The key is to account for the interplay
between the manifolds ¥ and that expressed by the algebraic constraints.

Since Filippov theory was developed (see [9]) for discontinuous ODEs, then we proposed the following approach in order
to extend it to DDAEs.

o Rewrite the DDAE under study as a discontinuous ODE with same solution.
o Study the resulting discontinuous ODE via Filippov methodology.
e Obtain a characterization of crossing/sliding points and sliding solutions in the present DDAE case.

We summarize below our main results.

i) In the most general case of ¥ being the 0-set of a function h(y, z), we need that the algebraic constraint is continuous
and differentiable in a neighborhood of ¥ in order to extend the results of Filippov theory.

ii) In case X is the zero set of a function h = h(y), we consider three different formulations to rewrite the DAE as an
ODE (the Direct Substitutions Approach, a Singular Perturbation Approach and one based on a Weak Formulation of the
problem).

(a) When the algebraic constraint is smooth, the classification of crossing/sliding points and sliding solutions does not
depend on the particular approach chosen. We conclude that in this case the DDAE is well defined.

(b) If the algebraic constraint is discontinuous, then the Weak Formulation is not properly defined. Moreover, the clas-
sification of crossing/sliding points and sliding solutions is in general not equivalent for the Direct and the Singular
Perturbation Approaches.

The extension of our results to the case of discontinuity surface of higher codimension (e.g., see [7]) and the case of index
2, remain to be done.

For example, extension to the results to Index 2 DAEs in Hessenberg form is in principle simple, but will require further
restrictions. Indeed, consider the index 2 DDAE:

- =02 L =002
R : {O:g(y) , h(y.z) <0, R : {O:g*(y) , h(y,2) >0, (48)
As usual, we differentiate the algebraic constraint with respect to y:
y=f0.2 y=[*.2)
{O:g,g(y)f(y,z)’ h(y,z) <0, {O:gy*(y)f*(y,z)’ h(y,z) > 0. (49)

Then, if fif #0 we can rewrite the two algebraic constraints locally as z=k*(y), and the results of Sections 3 and
4 apply. But, we note that now we have to impose more restrictive conditions on the constraints than we have in the case
of index 1.

Declaration of Competing Interest

The authors declare that they have no known competing financial interests or personal relationships that could have
appeared to influence the work reported in this paper.

CRediT authorship contribution statement
L. Dieci: Investigation, Methodology, Writing - original draft, Writing - review & editing, Software. C. Elia: Investigation,

Methodology, Writing - original draft, Writing - review & editing, Software. L. Lopez: Investigation, Methodology, Writing -
original draft, Writing - review & editing, Software.



L. Dieci, C. Elia and L. Lopez Commun Nonlinear Sci Numer Simulat 95 (2021) 105656
Acknowledgments

This work has been partially supported by the GNCS-Indam group and the PRIN2017,“Discontinuous dynamical systems:
theory, numerics and applications” research grant. The last two authors would like to thank the School of Mathematics of
the Georgia Institute of Technology, whose hospitality was greatly appreciated.

The authors would like to thank the referees of the paper for their careful reading of the manuscript and for their
valuable comments.

Appendix A. Tikhonov’s theorem

The purpose of this Appendix is to give details on Tikhonov Theorem, as presented in Wasow [20, Setion 39].
Consider the following singularly perturbed problem

y= f.2),
{z’: 1G@.2), (50)

with f(y,2) :RIxRT > RY, G(y,2) : RY xRT - RY, a,d > 1, f and G are C! functions in E, with E open subset of RY x RA.
Let y(0) =y, z(0) =Z and denote with (y(t), z(t)) the solution of the corresponding Cauchy problem. If we set € =0 in
(50) we obtain the reduced problem

y= f@.2),
{0: G(y.2). (51)

with initial condition y(0) = y. The solution of (51) must belong to the set G(y, z) = 0. When € — 0 the solutions of (50) have
almost zero derivative with respect to y unless the solution trajectory is in a O(¢) neighborhood of the set G(y,z) = 0. It
means that solutions of (50) either diverge of they converge to solutions of (51). Tikhonov’s Theorem explores the behavior
of limiting solutions of (50) as € — 0, under the following assumptions:

a) There exists a compact convex set A c RY and a function ¢ : A — R?, ¢ € C!(A), such that (y,¢(y)) € E and

G, o) =0.
b) There exists n > 0, n independent of y, such that

if llz—eWIll <n. z#£¢Y), yeA,

then G(y,z) #0, y€A.

This means that the root z = ¢(y) is an isolated root of G(y,z) = 0.
¢) The root z = @(y) is an asymptotically stable equilibrium of the boundary layer equation

7 =G(y.2),

for y fixed, y € A.
d) The asymptotic stability of z = ¢ (y) is uniform for y € A.

Theorem 21. Suppose assumptions (a)-(d) are satisfied and moreover assume that Z is in the basin of attraction of ¢(y) for
the equation z' = G(y,z). Denote with (yo(t),zo(t)) the solution of the reduced problem (51) with initial conditions y(0) =y,
z(0) = @(y). Then the solution of the full problem (50) converges to (yo(t),zo(t)) as € goes to 0, i.e.,

limeao}’e(t)ZJ/O(t), 0§t<T7

limeoze () =@ (yo(t)). 0<t<T,

where T > 0 is such that z= @(yo(t)) is an isolated asymptotically stable equilibrium of z/ = G(yo(t),z), for 0 <t <T. The
convergence is uniform in [0, T] for y.(t) and is uniform in [t{, T] with 0 < t, for z¢(t). O
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